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ABSTRACT

The cbud security is one of the important rotes in cbhud;
here we can preserve our data into cbud storage. The security
issues are the major thing in cbud but Cfud service is
necessary. Here we can overcome the security issues in our
project. In existing they are using a remote verification
technique to audit by the third party or private auditing. In this
technique the data owners need to be onine to manage that
auditing. In our system we are using the own auditing based on
the token generation. Using this token generation technique
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compare the token vafues from
originatokens we can find out the
changes about the fife. Users can
fgin into their account then they
uptbad our fifes. The fikes wi® be
stored into the cfbud storage. In our
system we provide the two tier
security for our upfhaded fites. The
files does not stored direct® it wi®
be converted into the fifs, it wibe
stored into three different cfud
server fcations. The origina# fit
content spé8t into three parts and it
wibe store into each fies. Not on#/
stored a%o the content wi® be
encrypted in the ctbud server. If
anyonetrytohackatthe cbudendis
not possib® to break the two tier
bfbck. They need first decrypt the
files and a&o combine the sp8ted
fikes from three different #cations.
This is not possib&e by anyone.
Anyone can down#fad the fifes from
the server with fi€e owner

permission. At the time of down#®ad key generated (code based key generation) and it wisend to the
fie owner. We can down#bad the fife need to use the key for verification and some other users want to

down#ad file owner permissionis necessary.

KEYWORDS :Cfhud storage, regenerating codes, automated audit, confidentiality preserving,

authenticator regeneration, proxy, privifeged, provab# secure.
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INTRODUCTION :

CLOUD storage is now gaining popufarity because it offers a flexib& on-demand data
outsourcing service with appeafing benefits: re@ef of the burden for storage management, universaé
data access with fcation independence and avoidance of capita€expenditure on hardware, software
and persona€maintenances, etc. Neverthefess, this new paradigm of data hosting service a&o brings
new security threats toward user’s data, thus making individua® or enterprisers sti@fee€hesitant. It is
noted that data owners fse u@imate controf over the fate of their outsourced data; thus, the
correctness, avaifabity and integrity of the data are being put at risk. In our project, we propose an
effective and flexib& distributed scheme with data in the cbud. Here we are using the erasure code
technique for distribute the data to cbud #cations and access the data from cbud. User can register
and fbgin into their account. They have a option to store, share and access the data from cfbud storage.
Here we are using the two tier security scheme for storing data into the cfbud. The first tier security is
your data or fife spfted into mu&tip® parts and it wistore into different cbud server fcations. Each
and every fife generates the token for auditing. Then second tier security is each and every spdted fife
wiencrypt before store into different #cations. The shared users can edit the fife in the cbud with fite
owner’s permission. That fite e8gibf of own pub8c auditing. Then user can have to fbgin and access the
own fifes or some other fifes. User first can search and downfad the fifs, at the time of downad user
shouf use the security key. If authentication success it wi®be decrypt and combine to get the origina®
data from cbud

CLOUD COMPUTING

Chud computing is the deflvery of computing and storage capacity as a service to a
heterogeneous community of end-recipients. Cfbud computing is a genera8term for anything that
invo&/es devering hosted services over the Internet. A modegfor de8vering information technofbgy
services in which resources are retrieved from the internet through web-based too® and app8cations.
Chud computing is so named because the information being accessed is found in the "cfbuds", and
does not require a user to be in a specific pface to gain access to it. Chud computing refers to
appf8cations and services offered over the Internet. These services are offered from data centers a®
over the woréd, which co®ctived are referred to as the "cbud." The idea of the "cfbud" simp#fies the
many network connections and computer systems invo®&ed in on8ne services. Cbud computing is
computing mode¥, not a technofbgy. In this modefof computing, a®the servers, networks, app8cations
and other eements refated to data centers are made avaifab to IT and end users. Chud computingis a
type of computing that is comparabf to grid computing. It rees on sharing computing resources
ratherthan having #bcafservers or personafdevices to hand€ appfcations.

EVIDENT REASONS FOR SHIFTING TO CLOUD

¢ Reduced cost: Chud computing reduce the capita€cost and operating expenses because resources
are needed on the basis of pay per use.

» Refined usage of personne€ In cbud computing, the users focus on defvering vatues rather than
maintaining hardware and software.

e Robust scafabifty: Cbud computing abws to have immediate scafing, eitherincrease or decrease,
atanytime for feature commitment.

Software as a Service
SaaS has become a common defvery mode® for many business app#cations, incuding
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accounting, co#aboration, customer refationship management (CRM), management information

systems.

CLOUD COMPUTING
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Corporate Users

Platform as a Service
It is a category of cfbud computing services that provide a computing pfatform and a sofution

stackasaservice. Abng with SaaSand laas, itis a service modefof cbud computing.
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Infrastructure as a Service (l1aaS)
laaS refers not to a machine that does a®the work, but simp# to a facity given to businesses

that offers users the feverage of extra storage space in servers and data centers.
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FEATURES OF CLOUD COMPUTING

Consumption based billing: Pay per use seems to be the winning characteristic for céoud.

Rapid Elasticity: Consumers can increase or decrease the capacity within a matter of minutes. This can
be by addinginstancesin cases of EC2 or by justincreasing memory in some other cases.

Self Service Based Model: Users have the abifty to upfad, buitd, depfy, schedute, manage, and report
on their business services on demand.

Location and Device Independence: Users can access the server through the internet from any pface
and from any device.

Multi-tenancy: Thereis no need for additiona@resources 8ke reafestate, efectricity etc for the servers.
Reliability: Redabidty is improved by having mu#tip# sites for the same service, such that if one faces an
outage, the other can take over the bad for the time being.

Ease of Maintenance: Since, the app8cations don’t need to be depfbyed on every person’s computer;
maintenance of such a centrafzed app8cation becomes much easier.

Reduce Financial Overheads: By utiizing cbbud computing, you coud decrease financia€overheads
which are refated to possessing huge IT departments and your system coud do away with farger
portions of the process of IT.

Less Prone to Failure: A&o, without huge fifes stored upon your personasystems, they’®be more
effective and fess prone to faifure—whetheritis temporary or otherwise.

Safety: With every one of these eements, safety.

ISSUES AND CHALLENGES

Chud computing comes with numerous security issues because it encompasses many
technofbgies incuding networks, databases, operating systems, virtuafzation, resource schedudng,
transaction management, ®ad bafancing, concurrency controand memory management. Hence,
security issues of these systems and technofbgies are applcab to cbud computing. For examp#, it is
very important for the network which interconnects the systems in a cbud to be secure. A&o,
virtua8zation paradigm in cbud computing resudts in severa@security concerns. For examp#®, mapping
of the virtua€machines to the physicamachines has to be perform very secured.

Data security not on8 invo&es the encryption of the data, but a&o ensures that appropriate
pofcies are enforced for data sharing. In addition, resource afbcation and memory management
agorithms a&o have to be secure. The big data issues are most acuted fe& in certain industries, such as
tefecoms, web marketing and advertising, retai€ and financia® services, and certain government
activities. The data exp#fbsion is going to make 4fe difficu in many industries, and the companies wi®
gain considerabf advantage which is capab® to adapt we®and gain the abifty to ana/ze such data
exptbsions over those other companies

The chafflenges of security in cbud computing environments can be categorized into network
feved user authentication #eved data eved and genericissues.

Network level: The chaenges that can be categorized under a network #&vefdeafwith network
protoco® and network security, such as distributed nodes, distributed data, Inter node
communication.

Authentication level: The chaenges that can be categorized under user authentication evefdeat
with encryption/decryption techniques, authentication methods such as administrative rights for
nodes, authentication of app8cations and nodes, and fbgging.

Data level: The chatenges that can be categorized under data &ve€dea® with data integrity and
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avaifabidty such as data protection and distributed data.
Generictypes: The chafenges that can be categorized under generaffevefare traditiona@security too8,
and use of different technofbgies

PRELIMINARIES AND PROBLEM STATEMENT

1) Regenerating Codes: Regenerating codes are first introduced by A.G. Dimakis et a€ [18] for
distributed storage to reduce the repair bandwidth. Viewing cbud storage to be a cofction of n
storage servers, data fife F is encoded and stored redundant8/ across these servers. Then F can be
retrieved by connecting to any k-out-of-n servers, which is termed the MDS2-property. When data
corruption at a server is detected, the cent wicontact € heathy servers and down®ad B’ bits from
each server, thus regenerating the corrupted bfbcks without recovering the entire originaffie. Dimakis
[18] showed that the repair bandwidth y' = B’ can be significant8/ reduced with € = k. Furthermore,
they anad/zed the fundamenta@tradeoff between the storage cost ' and the repair bandwidth y’, then
presented two extreme and practica® refevant points on the optimaftradeoff curve: the minimum
bandwidth regenerating (MBR) point, which represents the operating point with the fast possibfe
repair bandwidth, and the minimum storage regenerating (MSR) point, which corresponds to the fast
possibfe storage cost on the servers..Moreover, according to whether the corrupted b#bcks can be
exact regenerated, there are two versions of repair strategy: exact repair and functiona@repair. Exact
repair strategy requires the repaired server to store an exact rep8ca of the corrupted bfbcks, white
functiona@repair indicates that the new#8/ generated bfcks are different from the corrupted ones with
high probabidty. As one basis of our work, the functionarepair regenerating codes are non-systematic
and do not perform as we®for read operation as systematic codes, but they rea® make sense for the
scenario in which data repair occurs much more often than read, such as regufatory storage, data
escrow and bong-term archivafstorage.

2) Linear Subspace from Regenerating code: As mentioned above, each coded bfck represents the
8near combination of m native bfbcks in the functiona®repair regenerating code scenario. Thus, we can
generate a8near subspace with dimension m for fife F in the fo@bwing way:

Before encoding, F is sp8t into m bébcks, and the origina€m s-dimensionafvectors (or bfcks
indistinguishab®/) and the remaining efements indicate the coding coefficients. Notice that the bfbcks
regenerated in the repair phase a&o meet the form thus we can construct a near subspace V of m-
dimension by spanning the base vectors w1, w2, ..., wm; a®vald coded bfbcks appended with coding
coefficients woutd befong to subspace V .Under the construction of 8near subspace V, we can generate
tags for vectors in V efficient#y, i.e., we on8/ need to sign the m base vectors in the beginning. Such a
signature scheme can be viewed as simifar with signing on the subspace V.
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3) System Model: We consider the auditing system mode#for Regenerating-Code-based cbud storage
which invo&es four entities: the data owner, who owns farge amounts of data fifes to be stored in the
ctbud; the cbud, which are managed by the cbud service provider, provide storage service and have
significant computationa@resources; the third party auditor(TPA), who has expertise and capabifties to
conduct pubfc audits on the coded data in the cbud, the TPA is trusted and its audit resu# is unbiased
for both data owners and cfbud servers; and a proxy agent, who is semi-trusted and acts on beha# of
the data owner to regenerate authenticators and data bfcks on the faied servers during the repair
procedure. Notice that the data owner is restricted in computationa€and storage resources compared
to other entities and may becomes off-8ne even after the data upfad procedure. The proxy, who woutd
afvays be onfine, is supposed to be much more powerfu€than the data owner but &ss than the ctbud
servers in terms of computation and memory capacity. To save resources as weas the onfine burden
potentia® brought by the periodic auditing and accidenta@repairing, the data owners resort to the TPA
forintegrity verification and defegate the reparation to the proxy.

THE PROPOSED APPROACH

In this section we start from an overview of our auditing scheme, and then describe the main
scheme and discuss how to generaflze our privacy-preserving automated auditing scheme.
Furthermore, we ifustrate some optimized methods to improve its performance.

Overview

A&houghintroduced private remote data checking schemes for regenerating-code-based cfbhud
storage, there are sti®some other chalenges for us to design a pubfc auditab® version. First, akhough
a direct extension of the techniques can reafize pubfc verifiabi8ty in the mu#i-servers setting by
viewing each bfbck as a set of segments and performing spot checking on them, such a straightforward
method makes the data owner generate tags for asegments independenty, thus resuing in high
computationaoverhead. Considering that data owners common# maintain 8mited computation and
memory capacity, it is quite significant for us to reduce those overheads. Second, unfke cbud storage
based on traditionaferasure code or repfcation, a fixed fife fayout does not exist in the regenerating-
code-based cfhud storage. During the repair phase, it computes out new bbcks, which are tota@y
different from the fauty ones, with high probabifty. A direct sofution, which is adopted in, is to make
data owners hand#f the regeneration. However, this sofution is not practicabecause the data owners
wi€@not aBvays remain onfne through the 8fe-cycte of their data in the cbud; more typica®®, it becomes
off-Bne even after data upfading. In our system we are using the own auditing based on the token
generation. Using this token generation technique compare the token vafues from originatokens we
canfind out the changes about the fite.
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Construction of our Auditing Scheme
Considering the regenerating-code-based cfbud storage with parameters (n, k, £, a, B), we
assume B =1 for simp4city. Let G and GT be mu&ip8cative cycc groups of the same farge prime order p,

and e: Gx G —GT be a biinear pairing map as introduced in the preminaries. Let g be a generator of G
andH(e):{0, 1}* -G be asecure hash function that maps strings uniform# into group G.

Property Angmested Nanve Blocks

Sapnatures for Natrve Blocks

:Ih-:mr':: |:||:| Coeflrients |:|i.'-‘be1:=u:x:1;

SECURE ERASURE CODE ALGORITHM:

Step 1: Storing datain a third party’s cébud system causes serious concern over data confidentia8ty.
Step 2: Constructing a secure storage system that supports muip functions is chaenging when the
storage system is distributed and has no centrafauthority.

Step 3: Athreshof proxy re-encryption scheme and integrate it with a decentrazed erasure code such
that a secure distributed storage system is formufated.

Step 4: The distributed storage system not on#/ supports secure and robust data storage and retrieva¥,
but a®&o €ts a user forward his data in the storage servers to another user without retrieving the data
back.

Step 5: The main technica®contribution is that the proxy re-encryption scheme supports encoding
operations over encrypted messages as weas forwarding operations over encoded and we encrypted
messages.

Step 6: It’s stored the number of copies of a message dispatched to storage servers and the number of
storage servers queried by a key server.

User interface

Users can use them from anywhere at any time. For examp#e, the emaifservice is probab® the
most popufar one. Chbud computing is a concept that treats the resources on the Internet as a unified
entity, a cbud.

Users just use services without being concerned about how computation is done and storage is
managed. In this paper, we focus on designing a cbud storage system for robustness, confidentiadty,
and functiona8ty. A cbud storage system is considered user interface entry fevefcreation in this
modute.
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File uploading process

Storing data over storage servers one way to provide data robustness is to rep8cate a message
such that each storage server stores a message. Another way is to encode a message of k symbo& into a
codeword of n symbo® by erasure coding. To store a message, each of its codeword symbo#® is stored in
a different storage server. A storage server corresponds to an erasure error of the codeword symbo® As
fng as the number of serversis under the toferance threshof of the erasure code, the message can be
recovered from the codeword symbo#& stored in the avaifab® storage servers by the decoding process.

Secret key generation

The data forwarding phase, user forwards his encrypted message with an identifier ID stored in
storage servers to user such that can decrypt the forwarded message by using his secret key. The secret
keys of target users, and the shared keys stored in key servers.

Mail alert process

The uptading and downtbading process of the user is first get the secret key in the
corresponding user emaifid and then app# the secret key to encrypted data to send the server storage
and decrypts it by using his secret key to down#ad the corresponding data fif in the server storage
system’s the secret key conversion using the Share Key Gen (SKA, t, m). This agorithm shares the secret
key SKA of a user to a set of key servers.

File Downloading process

Fife down®hading process is to get the corresponding secret key to the corresponding fif to the
user mai€id and then decrypt the fife data. The fife downfbading process re-encryption key to storage
servers such that storage servers perform the re- Encryption Operation. The #ngth of forwarded
message and the computation of re-encryption is taken care of by storage servers. Proxy re-encryption
Schemes significant8/ reduce the overhead of the data Forwarding function in a secure storage system.

CONCLUSION

In this paper, we propose a confidentialty-preserving automated auditing system for data
storage security in cbud computing. It not on8/ eBminates the burden of cbud user from the tedious
and possib& expensive auditing task, but a&o afeviates the users’ fear of their outsourced data &eakage
by performing automated auditing and sp8tting the encrypted fifes and stores in different #cations.
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